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What are creoles? 

● A language born from many parents…

● More than code-switching or mixed 
language

● Not any less of a language!
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creole
language

(Often) tragic historical events



What are creoles? 

● Examples of creole languages:
○ Nigerian Pidgin English (“Naija”)
○ Singaporean Colloquial English (“Singlish”)
○ Haitian Creole 
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Why work on creoles?
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● Interesting for cross-lingual and multilingual NLP
○ Relationships/dynamics between parent languages and 

creole
○ Creole continuum (basillect, mesolect, acrolect)

● Expanding NLP
○ Low resource languages
○ Often linguae francae
○ Challenging idea that creoles are “degenerate” (low 

prestige)
 

● Other reasons
○ NLP for crisis management



Also the fact that 
hundreds of 
millions of 
people speak 
creole languages 
around the world!
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Image from “The Atlas of Pidgin and Creole Languagae Structure Online” at apics-online.info  



Creoles, Demographics, and DRO

● Creoles made from collection of different languages

● Some languages more dominant than others (e.g. lexifier), but other languages 
still contribute to a creole’s vocabulary, syntax, etc. 

● In Algorithmic Fairness, “Distributionally Robust Optimization” DRO aims to 
protect minority groups by minimizing loss on each group, rather than 
averaging across all data. 

● “Distributionally Robust Language Modeling” by Oren et al. 2019 .

9



Can DRO help us create better LMs 
for creoles, which are more robust to 
the language dynamics at hand?
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This work



DRO for Creole
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DRO-Language DRO-One* DRO-Random* 

Language id All examples in one 
group

Assign examples a 
random group ID
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Fasttext language 
identification “ “

“Pikin wey like to play wit 
wetin no dey common and 
sabi one particular subject 

reach ground”
en: 87.46% 
pt: 0.23%
yo: 0.03%



Results
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Results (Extrinsic Evaluation)
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When DRO fails...

● Overparameterization?
● Regularization?
● Creole instability and domain drift?
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Discussion & Conclusions

● Our results show that vanilla ERM is better than DRO for LM of creoles

● Likely the result of the relative stability of creole languages 

● There is much interesting work to be done for creole NLP! Especially w.r.t. 
modeling dynamics specific to creoles (e.g. development, social factors, etc.), 
and especially in cross-lingual and multilingual NLP 

● Hope we have inspired you to work on creoles :-) 

18



Extra Slides
(not part of presentation)
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Figure borrowed from 
“Distributionally Robust 
Language Modeling” 
By Oren et al. 2019

Yonatan Oren, Shiori 
Sagawa, Tatsunori B. 
Hashimoto,
and Percy Liang. 2019. 
EMNLP.



Data 
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Language Identification 
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Results (Intrinsic Evaluation)
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Overparameterization

26



Regularization
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Drift
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