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Ours (Pascal)

• Parameter-free
• Open-vocabulary
• For both low- and high-resource scenarios
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$X$: Input sequence

$V$, $Q$, $K$: Query, key, value matrices

$S$: Attention scores

$D$: Distance matrix

$M$: Softmax layer

Dist: Distance function

$s_{ij}$: Score of token $i$ w.r.t. token $j$

$d_{ij}$: Proximity of token $j$ to the parent token of $i$
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\[
V = \text{softmax}(\text{dist})
\]

\[
K = Q^T X
\]

\[
P = \text{score of token } i \text{ w.r.t. token } j
\]

\[
d_{ij} = \text{proximity of token } j \text{ to the parent token of } i
\]

\[
d_{ij} = f_X(j \mid p[i], \sigma^2)
\]
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\[
s_{ij}: \text{score of token } i \text{ w.r.t. token } j
\]
\[
d_{ij}: \text{proximity of token } j \text{ to the parent token of } i
\]
\[
d_{ij} = f_X(j | p[i], \sigma^2)
\]
\[
n_{ij} = s_{ij} d_{ij}
\]
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- No gold parses
- Parent ignoring
  - Randomly disregard dependencies at training time
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- Transformer
- + Pascal
- + LISA (Strubell et al., 2018)
- + Multi-Task (Currey & Heafield, 2019)
- + S&H (Sennrich & Haddow, 2016)
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• Approaches for RNNs don’t always transfer to Transformers

• Core components of the Transformer can best embed syntax

• Code available online at https://github.com/e-bug/pascal