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- Unified theoretical and software framework for current V&L BERTs
- Controlled experiments
  - Similar performance with same training data and hyperparameters
  - Embedding layer plays a crucial role

Code, models & data online: [github.com/e-bug/volta](https://github.com/e-bug/volta)
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Gated Bimodal Transformer Layer

- Single- and dual-stream layers are special cases
- Takes a set of fixed binary variables \( \{ \gamma, \tau \} \)
  - \( \gamma \): regulate the cross-modal interactions
  - \( \tau \): control if parameters are tied between modalities
Downstream Performance
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- **Data Type**: In-domain (VQA-score), Out-of-domain (VQA-score)
- **Data Size**: 9.5 M, 3.0 M, 0.6 M
Pretraining Data Confound?

V&L BERTs are pretrained on different amounts and types of data
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• **Single-Stream**: VL-BERT (Su+, 2020) VisualBERT (Li+, 2019) and UNITER (Chen+, 2020)
• **Dual-Stream**: ViLBERT (Lu+, 2019) LXMERT (Tan&Bansal, 2019)
• Re-implemented using our unified framework in VOLTA (github.com/e-bug/volta)

Pretraining data

• Conceptual Captions (2.77M)

Downstream tasks

• VQAv2, RefCOCO+, NLVR2 and Flickr30K

Controlled setup

• Same data & fixed set of hyperparameters
• Multiple pretraining and fine-tuning seeds
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