Vision-and-Language or Vision-for-Language?
On Cross-Modal Influence in Multimodal Transformers

* - * - UNIVERSITY OF
Stella Frank* Emanuele Bugliarello* Desmond Elliott ~ JX'veeoiiy OF °

NIVERSITA |
[ TRENTO | o MeC

Q Cross-Modal Input Ablation

RQ: Do V&L transformers use both input modalities equally?

Ablation Type: None
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We answer this question using cross-modal input ablation:
® Remove one modality at test time

® |f performance changes, trained model expects both modalities
& can recruit features cross-modally
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> IAII models use vision- for—language predlctlons effectlvelﬁ U R / |

> | All models do not recruit language for vision tasks [MASK] playing tennis [MASK][MASK] [MASK]

Further exps show language-for-vision is not affected by: Performance on Masked Language Modelling Performance on Masked Region Classification
® Architectures (e.g. single vs dual stream)

® MRC loss (cross-entropy vs KL divergence) 6.25 - 2.95 - ‘/'/‘

® Pretraining: initialisation, vision-first or V&L throughout 2.90 ~ ~
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e Straightforward check for cross-modal influence 4.75 -

Future directions - -_ - 0.4

e Better use of silver annotations from object detectors None Object All None Phrase All

e More downstream language-for-vision tasks needed Lower performance without visual information Similar performance with and without text



