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Data
- Flickr30k Entities (validation)
  - Human-annotated phrase-image alignments

Models
- 5 V&L BERTs from VOLTA (Bugliarello+, 2021)
- Vision inputs from Faster R-CNN (Anderson+, 2018)
- Prediction tasks
  - Vision-for-language: MLM
  - Language-for-vision: MRC-KL
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![Graph showing the evaluation of different vision-for-language models across different conditions.](image)

- BERTCC
- ViLBERT
- VisualBERT
- LXMERT
- VL-BERT
- UNITER

The graph compares the performance of various vision-for-language models under different conditions: None, Object, and All. The x-axis represents the conditions, and the y-axis represents the bit error rate. The full image condition shows the highest performance, followed by the object condition, and then the none condition.
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![Graph showing the performance of different models (BERT_{CC}, ViLBERT, VisualBERT, LXMERT, VL-BERT, UNITER) across different scenarios (Full text, Phrase, No text) in terms of bit accuracy.]
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MODELS DO NOT USE LANGUAGE FOR THE VISION TASK
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• Faster R-CNN object category predictions
• They often do not match the text description

Analysis by category:
• people = {man, woman, …}
• Most confusion is within categories

Object label–text label mismatch hinders learning language-for-vision
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