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2. We are still measuring: difficulty of translation and generation
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Results

- For fixed target, BLEU and XMI correlate well! ✓
- Check our paper for more correlations
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\textbf{en- – is easier than -en!}
Correlations with XMI?

The usual: type-token ratio...
but on the source side!

<table>
<thead>
<tr>
<th>Spearman’s $\rho$</th>
<th>Metric</th>
<th>$\emptyset \rightarrow \text{en}$</th>
<th>$\text{en} \rightarrow \emptyset$</th>
<th>both</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MCC$_{\text{src}}$</td>
<td>nope</td>
<td>nope</td>
<td>maybe?</td>
</tr>
<tr>
<td></td>
<td>MCC$_{\text{tgt}}$</td>
<td>nope</td>
<td>nope</td>
<td>maybe?</td>
</tr>
<tr>
<td></td>
<td>ADL$_{\text{src}}$</td>
<td>nope</td>
<td>nope</td>
<td>nope</td>
</tr>
<tr>
<td></td>
<td>ADL$_{\text{tgt}}$</td>
<td>nope</td>
<td>nope</td>
<td>maybe?</td>
</tr>
<tr>
<td></td>
<td>HPE-mean$_{\text{src}}$</td>
<td>nope</td>
<td>nope</td>
<td>maybe?</td>
</tr>
<tr>
<td></td>
<td>HPE-mean$_{\text{tgt}}$</td>
<td>nope</td>
<td>nope</td>
<td>maybe?</td>
</tr>
<tr>
<td>Mielke et al. (2019)</td>
<td>genetic</td>
<td>nope</td>
<td>nope</td>
<td>nope</td>
</tr>
<tr>
<td></td>
<td>syntactic</td>
<td>nope</td>
<td>nope</td>
<td>nope</td>
</tr>
<tr>
<td></td>
<td>featural</td>
<td>nope</td>
<td>nope</td>
<td>nope</td>
</tr>
<tr>
<td></td>
<td>phonological</td>
<td>nope</td>
<td>nope</td>
<td>nope</td>
</tr>
<tr>
<td></td>
<td>inventory</td>
<td>nope</td>
<td>nope</td>
<td>nope</td>
</tr>
<tr>
<td></td>
<td>geographic</td>
<td>nope</td>
<td>nope</td>
<td>nope</td>
</tr>
<tr>
<td>Lin et al. (2019)</td>
<td>word number ratio</td>
<td>maybe?</td>
<td>nope</td>
<td>maybe?</td>
</tr>
<tr>
<td></td>
<td>TTR$_{\text{src}}$</td>
<td>maybe?</td>
<td>–</td>
<td>-0.51</td>
</tr>
<tr>
<td></td>
<td>TTR$_{\text{tgt}}$</td>
<td>–</td>
<td>nope</td>
<td>maybe?</td>
</tr>
<tr>
<td></td>
<td>$d_{\text{TTR}}$</td>
<td>maybe?</td>
<td>nope</td>
<td>-0.47</td>
</tr>
<tr>
<td>Lin et al. (2019)</td>
<td>word overlap ratio</td>
<td>nope</td>
<td>nope</td>
<td>nope</td>
</tr>
</tbody>
</table>
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  • Let’s build better models!

Code available online at https://github.com/e-bug/nmt-difficulty