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Is fi-en easier than en-fi?

We can’t tell based on BLEU!
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BLEU’s shortcomings for cross-linguistic comparisons

BLEU is a precision-based metric

1. BLEU depends on tokenization and the notion of “word”!
         Example:
                        “I will have been programming” English

                                    “Programlayacağım” Turkish

                                               More partial credit for English!

         Remedy: Look at the likelihood

2. We are still measuring: difficulty of translation and generation
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                                 H(谢谢)

 H(谢谢 | Thanks)

           MI(Thanks;谢谢)

Example: en-zh

uncertainty about “谢谢”
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Results
• For fixed target, BLEU and XMI correlate well!
• Check our paper for more correlations
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Correlations with ?XMI
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The usual: type-token ratio... 
but on the source side!
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• Cross-mutual information (XMI)
• A metric for translation difficulties between any two directions

• No linguistic correlations, but TTR... again
• Let’s scale this up and evaluate more pairs!
• Let’s build better models! 

Code available online at https://github.com/e-bug/nmt-difficulty

Thanks! 

https://github.com/e-bug/nmt-difficulty

